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An information analysis of the 5 (donor) and 3’ (acceptor) se-
quences spanning the ends of nearly 1800 human introns has pro-
vided evidence for structural features of splice sites that bear upon
spliceosome evolution and function:

(1) 82% of the sequence information (i.e. sequence conserva-
tion) at donor junctions and 97% of the sequence information at
acceptor junctions is confined to the introns, allowing codon choices
throughout exons to be largely unrestricted. The distribution of
information at intron-exon junctions is also described in detail and
compared with footprints.

(2) Acceptor sites are found to possess enough information to be
located in the transcribed portion of the human genome, whereas
donor sites possess about one bit less than the information needed
to locate them independently. This difference suggests that ac-
ceptor sites are located first in humans and, having been located,
reduce by a factor of two the number of alternative sites available
as donors. Direct experimental evidence exists to support this
conclusion.

(3) The sequences of donor and acceptor splice sites exhibit a
striking similarity. This suggests that the two junctions derive
from a common ancestor and that during evolution the informa-
tion of both sites shifted onto the intron. If so, the protein and
RNA components that are found in contemporary spliceosomes,
and which are responsible for recognizing donor and acceptor se-
quences, should also be related. This conclusion is supported by
the common structures found in different parts of the spliceosome.

1. Introduction

In eukaryotic cells, nuclear RNA is usually spliced prior to translation (for
review see (Green, 1986; Sharp, 1987; Green, 1991)). Removing introns is
the function of the spliceosome, which is made up of small nuclear ribonucle-
oprotein particles (snRNPs) (Brody & Abelson, 1985; Frendewey & Keller,
1985; Grabowski et al., 1985; Reed et al., 1988; Steitz et al., 1988). Because
reliable splicing is necessary for cell survival, there must be a precise way
for the spliceosome to identify RNA splice sites (Aebi & Weissmann, 1987).
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These patterns are defined by nucleotides at the ends of the introns and
are probably not affected by folded RNA structures, since introns can have
large interior deletions without affecting the splicing mechanism (Breathnach
& Chambon, 1981). A model of splice site identification utilizing just the
GT and AG dinucleotides is not acceptable because bases other than these
dinucleotides affect splicing (Aebi & Weissmann, 1987; Aebi et al., 1987).
Even consensus sequences are not sufficient to characterize splice patterns
(Breathnach & Chambon, 1981; Green, 1986; Padgett et al., 1986; Aebi &
Weissmann, 1987; Aebi et al., 1987; Mount, 1982; Nakata et al., 1985), be-
cause this qualitative (and arbitrary) simplification of the base frequencies
destroys subtle details.

To analyze the sequence conservation at splice sites, we chose to use
Shannon’s information measure (Shannon, 1948; Shannon & Weaver, 1949;
Pierce, 1980) as applied previously (Schneider et al., 1986; Schneider, 1988;
Schneider & Stormo, 1989; Eiglmeier et al., 1989; Fields, 1990; Penotti, 1990;
Penotti, 1991; Herman & Schneider, 1992). (See also (Berg & von Hippel,
1987; Berg & von Hippel, 1988a; Berg, 1988; Berg & von Hippel, 1988b;
Stormo, 1990).) The information measure has three advantages over other
quantitative measures of binding site patterns (Stormo et al., 1982b; Beacham
et al., 1984; Goodrich et al., 1990; Mars & Beaud, 1987). First, since it
is the only possible consistent additive measure of sequence conservation
(Shannon, 1948; Shannon & Weaver, 1949) it allows one to make quantitative
statements about the relative importance of various portions of a binding
site. Second, unlike significance measures such as the standard deviation or
X2, the information converges to a steady value as the number of sequences
increases. This allows one to compare different binding sites (e.g. donors to
acceptors) and to resolve finer details by increasing the number of sequences.
Finally, by adding up the information from many individual positions, the
total information of the pattern at the binding sites can be determined. This
total may then be compared to the amount of information required to locate
the sites in the transcribed or physically available portion of the genome.
If the two numbers differ significantly, we are alerted to the existence of
previously unnoticed phenomena (Schneider et al., 1986; Schneider & Stormo,
1989).

It is not our intention to create a method for locating splice sites. This
worthy and difficult task has been attempted by many others (Stormo et al.,
1982a; Quinqueton & Moreau, 1985; Nakata et al., 1985; Hopfield & Tank,
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1986; Ohshima & Gotoh, 1987; Fichant & Gautier, 1987; Kudo et al., 1987;
Gelfand, 1990; Brunak et al., 1991). Identifying sites by using a black box
search system such as a neural network (Hopfield & Tank, 1986; Stormo
et al., 1982a; Nakata et al., 1985; O’Neill, 1991) does not tell us how the
spliceosome finds sites, nor does it teach us how the sites are constructed.
Here, we are mainly concerned with these two problems.

Many groups use coding sequences and sequence composition of long
stretches to help locate coding regions and splice junctions (Fichant & Gau-
tier, 1987; Gelfand, 1990; Brunak et al., 1991). These techniques use infor-
mation which is probably not available to the spliceosome as it searches, and
so we call them “impure”. A “pure” technique would be one which attempts
to match the natural mechanism. It seems unlikely that the spliceosome is
capable of looking for long open reading frames or responding to the general
composition of the pre-mRNA. Such a mechanism has no precedent for any
DNA or RNA binding protein we are aware of. Furthermore, there is no
precedent for memory in nucleic-acid recognizers, so these molecules almost
certainly cannot keep track of the reading frame composition beyond the
small region they are in physical contact with. Those regions can be deter-
mined by footprint experiments and sequence logos (Schneider & Stephens,
1990). Search techniques which use open reading frames or other global clues
are therefore almost certainly using information which is not available to the
spliceosome. The models generated by these methods, useful as they may be
for site identification, do not increase our understanding of the spliceosome
recognition mechanism, and in the long run they must be rejected.

We chose to use human sequences because they form a large, reliable data
set (Watson, 1990; Cantor, 1990). By using human sequences exclusively we
avoided the possibility of subtle species differences (Csank et al., 1990). We
did assume, however, that the mechanism of splicing is the same in all tissues.

2. A Measure of Sequence Pattern Conservation

Shannon’s measure of information indicates how much choice is involved
in a particular selection from among two or more alternatives. Our measure-
ments are given in bits, where one bit is the amount of information necessary
to select one of two possible states (e.g. a yes-no question). In general, to
select one possibility from M possibilities requires log, M bits. To specify
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one of the four nucleotide bases requires two yes-no choices and so can be
done with two bits.

Shannon’s theory further states that the information is related to the
decrease in the number of possibilities, not the original number of possibilities
(Shannon, 1948; Shannon & Weaver, 1949; Pierce, 1980; Schneider et al.,
1986; Brillouin, 1951; Tribus & Mclrvine, 1971; Rothstein, 1951). Thus,
if there are four possibilities and we only answer one yes-no question, then
two possibilities remain, so the information gained is log,4 — log,2 = 1
bit. Although this distinction may appear trivial, erroneous applications
of information theory continue to appear in the literature. For example,
Brunak’s information curves are upside down (Brunak et al., 1991; Lukashin
et al., 1992), showing more information outside the binding sites than inside
them. Our measure shows the site itself carrying the information needed for
binding.

In order to correctly apply information theory, we must construct a consis-
tent physical model of how the spliceosome finds the intron ends. A molecule
which recognizes patterns on nucleic-acids is called a “recognizer”. Recog-
nizers have two distinct thermodynamic states. In their before state, they
are non-specifically bound to the nucleic-acid, presumably by electrostatic
attraction (Weber & Steitz, 1984), while in their after state they are specifi-
cally bound to their binding sites. (We are not concerned here with how the
recognizer locates the nucleic-acid.) Before binding, any of the four bases
can be presented to the surface of the recognizer. Shannon’s terminology
to describe this situation is to say that there are 2 bits of “uncertainty” as
to which base is present. (N.B. Because it is inconsistent with the before-
after model, we no longer use the genomic uncertainty here (Schneider et al.,
1986).) In contrast to the high uncertainty in the before state, the uncer-
tainty is lower in the after state. Some positions, having only one base, will
have no uncertainty remaining. Other positions, having two possible bases,
have 1 bit of uncertainty remaining. Positions outside the binding site still
have 2 bits of uncertainty remaining. The information content is the differ-
ence in uncertainty between the initial, unbound before state and the final,
specifically bound after state (Schneider, 1991a; Schneider, 199156). It can be
measured from a set of aligned sequences.

When the frequencies of bases in the binding site are not 0%, 50%, or
100%, a more sophisticated method must be used to calculate the uncertainty.
The uncertainty at a position can be found from the probabilities of the bases
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at that position by using the following equation:

H(l) ==Y f(b,1)log, f(b,1) (bits per position), (1)

be{a,c,g,t}

where H(I) is the uncertainty at position [ and f(b,[) is the probability of
base b at position [. In this study, the observed base frequencies were used for
f(b,1) since the true base probabilities of the population are unknown. With
this substitution, H(l) is biased when there are few sequences, so a small
sample-size correction was added (Schneider et al., 1986). The correction
was only e(n) = 0.0012 bits because n ~ 1800 sites.

The uncertainty is one of four bases (2 bits) before recognizer binding and
measured as H(l) 4+ e(n) after binding, so the information at each position
in a set of sequences is the difference:

Rucquence(l) =2 — (H(I) + €(n))  (bits per position). (2)

This measure of sequence pattern shows the relative importance (conserva-
tion) at each position. Furthermore, the total conservation of pattern at a
binding site can be found by summing up the conservation at each individual
position:
Rsequence - Z Rsequence(l) (bitS per Site)- (3)
l

(This assumes positions are independent, support for which is given in Meth-
ods and (Schneider, 1991a).)

The same before-after model is used to determine R equency, the amount
of information needed to locate the binding sites. In the before state, the
uncertainty in physical position of a recognizer is Hpefore = log, G, where G
is the number of places on the genetic material to which the recognizer can be
bound non-specifically. In the after state, the uncertainty in physical position
is lower, depending on the number of binding sites (7): Hgper = logy . The
decrease in uncertainty is:

Rfrequency - Hbefore - Hafter = - 10g2 (/Y/G)v (4)

where v/G is the frequency of binding sites.

When Rcquence is compared to Rpequency for several procaryotic genetic
control systems, the two numbers are reasonably close to each other (Schnei-
der et al., 1986; Schneider, 1988) meaning that the observed information at
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a binding site (Rsequence) 1S approximately equal to the information needed
to locate the sites in the genome (R requency)- Since R frequency 15 determined
from the size of the genome and number of sites, it is a function of physiology
and history. In contrast, Rsequence 15 determined by patterns in the genome,
and, in principle could be any value. To account for the convergence of the
two values, we imagine that Rsequence €volves toward Rrequency (Schneider,
1988). We take the idea that Rgegyuence should be close to0 Rjfrequency as a
“working hypothesis”.

Confirmation of a theory by comparison of predicted results to observed
data is necessary to establish that the theory is reasonable, but new knowl-
edge comes from careful investigation of exceptions. Thus when Rcqyence 18
similar to R fyequency, the working hypothesis is confirmed and, as far as this
analysis is concerned, there is not much more to do except perhaps gather
more data for higher resolution studies. However, if Ryequence and R frequency
differ significantly, then the presence of undiscovered biological phenomena is
suggested (Schneider et al., 1986; Herman & Schneider, 1992). For example,
an enormous discrepancy was found in the case of bacteriophage T7 promot-
ers, where Rgeqyuence 15 35.4 bits per site but Rjyrequency is only 16.5 bits per
site, giving a ratio of Ryequence 10 Rfrequency Of 2.1. One explanation for this
result is that two proteins bind at these promoters and that they do not share
the same information. If so, the polymerase alone should only use half of the
conserved 35 bits. This hypothesis led to experimental work which showed
that T7 polymerase does indeed only use 18 & 2 bits (Schneider & Stormo,
1989). The putative second factor has not yet been identified. In this pa-
per we describe a significant discrepancy between Rgequence and Rfrequency for
human donor splice sites.

3. Materials and Methods
(a) Collecting Splice Sites

Sequences were extracted from GenBank 62 (December 1989) using the
IDEAS package (Kanehisa, 1988). Duplicate sites were removed from the
database and the remaining sites were analyzed by using programs of the
Delila system (Schneider et al., 1982; Schneider et al., 1984; Schneider &
Stephens, 1990). All programs and data described here are available by
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anonymous ftp from nciferf.gov in directory pub/delila (or by sending elec-
tronic mail to toms@ncifcrf.gov). Source code is in Pascal, but many pro-
grams have been automatically translated into C. A VAX 11/785 was used
to obtain GenBank files. Programs were run on Sun 3/50 and Sun 4/260
workstations, except for Index, Indana, and Cluster which were run on a
Cray X-MP for the acceptor splice site analysis.

Dbfilter 1.06 was used to remove entries containing non-Homo sapiens
and artificial genes. A Delila library (Schneider et al., 1982; Schneider et al.,
1984) was then created using Dbbk version 3.11, with corresponding catalog
generated by Catal 9.20. The Delila instructions used were computer gener-
ated by Dbinst 2.33. These instructions were used with Delila 1.77 to create
a Delila book consisting of the sequence regions immediately around splice
junctions. (A “book” is a computer database containing a set of sequence
fragments.)

Unfortunately, GenBank is full of redundant sequences. To identify du-
plicate splice junctions, all 50bp long oligomers in the initial Delila book were
alphabetized using the program Index 9.17. Indana 5.12 then generated a
sublist of sequences sharing repeats of at least 15bp. This length oligomer
was chosen since it would appear roughly once in 4! ~ 1 x 10° bases, which
is close to the size of the human genome. Cluster 5.01 reassembled the alpha-
betized oligomers so that the repeats could be easily identified and removed
from the Delila instruction set.

We found many nearly identical sequences from the major histocompat-
ibility complexes (MHCs) and the immunoglobulin complexes (Igs). Since
the immunoglobulin supergene family complex represents 0.1% to 0.5% of
the human genome (Watson et al., 1987), and there are about 1800 splice
junctions in our database, a representative sample would have only about
2 to 9 immunoglobulin genes. Likewise, the MHC complex consists of 2 to
4 thousand kilobases of DNA (Watson et al., 1987), so 2 to 4 MHC genes
should be included in the final set. There will be a bias in the final data
set no matter what is done. Of several options, we chose to remove all Igs
and MHCs in the database except for one sequence from each gene library
or class. This produces the most variation and so may tend to reduce the
amount of information measured in the sites. Because identical sequences
have been removed, however, this method has the great advantage that it
should avoid producing spurious patterns outside the binding region. More
importantly, there are genes that are not represented anyway, since not all
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genes and supergene families have been sequenced. Because there are many
sequences not represented in the calculations, we introduce no further signif-
icant error by dropping genes from these two families.

The Ig, MHC and other duplicates identified by Cluster were manually
removed from the Delila instructions generated by Dbinst. This revised in-
struction list was sent back through Delila, and the resulting book was once
again analyzed with Index, Indana and Cluster.

GenBank contains errors in addition to the duplicate sequences (Brunak
et al., 1990). We located some of these as “exceptional” sequences in highly
conserved positions, and although these were eliminated, finding other mis-
takes such as these would require checking every GenBank site against its
corresponding paper or an analysis by neural net (Brunak et al., 1990). Be-
cause of this, there may still be mistakes in the final database.

The book generated from the cleaned Delila instructions was checked for
proper alignment with Alist 4.63 and was then run through Encode 1.26,
which converted the sequences into strings of numbers (Schneider et al.,
1984). This was in turn run through Rseq 5.31, which took the encoded
data and calculated Rsequence (Schneider et al., 1986). Rseq also produced a
data matrix for Rsgra 4.99, which in turn generated the information curve
in the device independent graphics language PostScript® (Adobe Systems
Incorporated, 1985a; Adobe Systems Incorporated, 1985b). Dalvec 2.14 and
MakeLogo 7.53 produced the sequence logos (Schneider & Stephens, 1990),
also in PostScript®.

(b) Statistical Tests

The information measure given in equation (3) is made on the assumption
that the positions of the binding site are independent of one another. To
test this assumption, we used the method devised by Olsen in which the
x? statistical test is used to detect correlations between positions around
a binding site (Olsen, 1983). To express these correlations as information
measures, we first calculated the uncertainty

H(m,y) = Zz.f(bmby) 10g2 f(bz7by) (5)

be by

for every pair of positions (z,y) using the 16 dinucleotide frequencies
f(bg,by), where b,,b, € {a,c,g,t}. The information needed to define those



Stephens & Schneider, Spliceosome Evolution 10

frequencies is

We then subtracted from this the information at each position, R(z) and
R(y), to calculate information in the correlation,

Reor = R(z,y) — R(z) — R(y). (7)

We analyzed every pair of positions from -50 to +50 around both splice
junctions using a program called Diana (version 1.66). Aside from a general
correlation between every base and its immediate neighbor, we only found a
weak correlation between the ends of the donor junction (positions -1 to +5,
-2 to +4 and -2 to +5). These “mutual informations” were about 0.07, 0.05
and 0.04 bits respectively for the three correlations. Other positions show
correlations around 0.01 to 0.03 bits, and the sampling correction is 0.01 bits.
Although the three correlations appear to be significant, the relationship is
not obvious from inspection of the frequency matrixes. The result suggests,
however, that the ends of the donor splice junction pattern are functionally
related to each other. What this may mean mechanistically is unknown. We
did not search for higher order relationships as this would require at least 4
times as much data to retain the same relative error.

To determine the possible variation of Rgequence, We used the Rsim 1.92
program (Appendix 1) to create a set of frequency matrixes (f(b,1)yye) that
could have produced the observed Rgcqyence Value. These matrixes were then
used to determine the possible range of Requence Values. This method gives
a better upper bound on the standard deviation of Requence than the earlier
method (Schneider et al., 1986).

4. Results
(a) The Sequence Patterns at Splice Junctions

The information curves and sequence logos (Schneider & Stephens, 1990)
in Fig. 1 show the location of information at both splice sites, with the
amount of information at a position being represented by the height of the
information curve or logo at that position. The tallest information spike
in each case is within a base of the intron/exon junction, giving evidence

«Fig 1



Stephens & Schneider, Spliceosome Evolution 11

that this pattern is indeed associated with spliceosome recognition. (It is
not proof of association since patterns found in the region of a binding site
are sometimes unrelated to the known function (Schneider & Stormo, 1989).)
Subtle features of the splice sites, such as the gentle sloping of the pyrimidine
(C/T) stretch at the acceptor site, can be seen in the logos.

Fig. 1 also shows that the location of the pattern as indicated by the
donor information curve does not precisely match those bases protected by
the spliceosome in a T; fingerprint experiment by Mount et. al. (Mount
et al., 1983) (in positions +7 to +12), nor does it match the RNAase-A data
in (Krémer, 1987) (in positions —17 to —4 and +7 to +11). We must point
out, however, that there is a difference between a base being protected and
a base being specifically bound. A base can be protected if it is located in
a groove on the recognizer, but this does not necessarily imply that specific
binding also occurs. Conversely, a base can be externally bound to a rec-
ognizer and be exposed. Protection is not necessarily a measure of exactly
where the contacts are, whereas the information curve can give a much closer
approximation of the actual binding pattern locations. Still, hydroxyl radical
protection has been shown from —2 or —3 through +7 or 48, which matches
the conserved region closely (R. A. Padgett, personal communication). The
3" edge of E. coli ribosome binding sites is at base +13 according to the infor-
mation curve (Schneider et al., 1986), which is remarkably close to the point
(+15) where reverse transcriptase is blocked by a bound ribosome (Hartz
et al., 1988). This kind of “toeprint” experiment would also be interesting
to try on spliceosomes.

We measured the background noise around the donor splice site at 0.012+
0.007 bits between positions -50 and 450 excluding the site locations from
-3 to +6. From this approximately normal distribution, we calculated the
statistical significance of position +6, which possesses only ~ 0.04 bits of
information, and found that it is over 5 standard deviations from the mean
of the background noise. Therefore, position +6 is highly significant (p <
4.0 x 1079), even though it represents only ~0.03 bits of information above
the background noise. Likewise, position -3 is even more significant (18.75
standard deviations, p < 1x107'?). From the resolution of the current graph,
we conclude that the overall donor splice site runs at least from position -3
to position +6.

Background noise around the acceptor site was also measured from —50
to +50 excluding the site positions -25 through 42 and was found to be
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0.008 + 0.0055 bits. Relative to the background, positions -25 and +2 are
also highly significant (p < 1.5 x 107 and p < 8.2 x 10~%, respectively). We
therefore used these positions in our definition of the acceptor splice site.
We note that the ~ 0.04 bit position -25 coincides with the end of the hy-
droxyl radical protection data of Wang and Padgett (Wang & Padgett, 1989)
(Fig. 1), although as discussed above, protection and binding are not neces-
sarily correlated. Indeed, the frequencies of bases upstream of -25 suggest a
continuation of the pyrimidine tract, but this is within the background noise
of the information curve, and a larger data set would be required to confirm
it.

To avoid misinterpreting these results, we must distinguish between the
height of a logo at a particular position (information content) and its sta-
tistical significance. The two are not correlated since a “highly conserved”
position would be insignificant if it had been derived from only two random
sequences. In contrast, positions in our data set with 0.04 bits are signif-
icantly differentiated from the background noise because they are derived
from ~ 1800 sequences.

We also note that the zero information point at position -3 corresponds to
an unprotected base in the footprint data. This suggests that the nucleotide
at position -3 is completely exposed in solution, having neither specific nor
non-specific contacts. Perhaps it is a divider between two separate recogni-
tion regions, the pyrimidine tract and the AG spike. Indeed, several different
snRNAs and proteins are involved in binding the acceptor end of the in-
tron (Guthrie & Patterson, 1988; Zieve & Sauterer, 1990; Lithrmann, 1988;
Garcfa-Blanco et al., 1989).

The area under the donor information curve from -3 to +6 is Rgequence =
7.92 £+ 0.09 bits/site, while Rsequence = 9.35 & 0.12 bits/site from -25 to +2
for the acceptor. The standard deviations were calculated as described in
Appendix 1. These results are basically the same as those of Penotti (Penotti,
1991), who used less than half as many sequences, and did not report the
standard deviations.

(b) Information Needed to Locate Splice Junctions

We estimated R frequency (the information needed to locate a set of sites) as
9.66 bits per site by adding the average length of introns (592 bp, n = 1247)
and exons (220 bp, n = 1872) within the database and taking the logarithm
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of this value to be Ry equency, since this is the positional uncertainty that
must be overcome by the spliceosome to locate an intron end. This Ryequency
value is valid for both donor and acceptor sites, because Rfrequency i based
on the frequency of a particular site within the transcribed genome, and the
frequencies of sequenced donor and acceptor intron ends are approximately
equal. (We had 1799 donor sites and 1744 acceptor sites.) We also expect
R frequency 10 equal Rgequence for both sites (Schneider et al., 1986; Schnei-
der, 1988; Schneider & Stormo, 1989; Penotti, 1990). Although Rfrequency
is biased to be small because longer introns are not consistently reported in
GenBank, measures of Requence are also biased to be small because of site po-
sitioning errors in GenBank. Despite these caveats, Rsequence & Rfrequency for
the acceptor junction. In contrast, R fyequency does not approximate Requence
for the donor junction. From the large size of our database, the observed dif-
ference of more than 1 bit in information content between the two sites and
between the donor Rgequence and R frequency 1S highly significant (p < 107'2).

5. Discussion
(a) Mechanics of Splice Junction Location

Alternative splicing could account for a 1 bit difference between Riequence
for donor and acceptor sites. However, this would require that there be twice
as many donor sites as acceptor sites. In contrast, the data strongly suggest
that these numbers are similar. In our database, which had no selection
for or against either site so far as we know, the difference can account for
only log,(1799) — log,(1744) = 0.04 bits. We assume that most investigators
would have found alternative donor sites in almost every gene if they exist.
Thus, alternative splicing is unlikely to explain the difference.

A surprisingly simple explanation begins with the observation that once
the acceptor site has been located, it is no longer necessary to look at se-
quences on one side of the site. If only half of the RNA needs to be searched,
one bit less information would be needed to find the donor sites, because
one bit resolves the choice between two equally likely possibilities, and this
choice is made once the acceptor has been bound. In other words, once an
acceptor site has been found the search problem has been cut in half. This
implies that the acceptor sites must be bound first. Indeed, this has been
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observed by others experimentally (Steitz et al., 1988; Frendewey & Keller,
1985; Lamond et al., 1987; Robberson et al., 1990; Talerico & Berget, 1990).
This explanation is still not sufficient to explain the difference of 1.43 bits
between Rgequence and Rfrequency for the donor sites. However, if the spliceo-
some did a linear scan for the donor site after binding the acceptor, the
information requirement for the donor site might be reduced still further (in
preparation). Scanning models for splicing have a somewhat confusing his-
tory in that some groups found evidence for scanning, whereas other groups
found evidence against scanning (Lang & Spritz, 1983; Kiihne et al., 1983;
Reed & Maniatis, 1986; Robberson et al., 1990; Green, 1991). Since our data
are consistent with scanning in either the 5 — 3' direction or the 3’ — &
direction starting from the acceptor site, they support the exon definition
model. This model proposes that the spliceosome binds the acceptor first
and then searches 5" — 3’ across the exon for the next donor. Once the two
exons have been located, the intervening intron is removed (Robberson et al.,
1990; Talerico & Berget, 1990).

The Ul snRNP, which is known to be involved in donor binding, may
also be required for binding of spliceosomes to the acceptor sites (Rosbash
& Séraphin, 1991; Goguel et al., 1991). This suggests that Ul is part of
the acceptor recognition complex. These data do not exclude the possibility
proposed above, that the acceptor site is bound first. In fact, we can imagine
a system in which a single protein has two nucleic acid binding sites, one
of which must be bound first. A simple model for this can be made by
crossing two sticks and pushing the crossed point into a glob of clay. Once
this mold has been formed, there is a required order for the sticks to be
inserted, provided that the second stick is not threaded from one end.

(b) Morphology of Splice Junction Patterns

The information curves clearly demonstrate that most information resides
on the intron side of each splice junction (Fig. 1). On the donor side, 82% of
the information present (6.50 bits) is on the intron side of the splice point,
while the acceptor side has 97% of the information present (9.05 bits) on the
intron side. This bias was also observed by C. Fields for C. elegans splice
sites (Fields, 1990). Since a certain amount of pattern must exist near each
splice point for the points to be located precisely, and any pattern on the
exon side of the splice junction constrains protein coding, it is sensible that
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most of the splice pattern resides on the intron, where it does not limit the
choice of codons. We imagine that this situation has arisen through the
co-evolution of the splice sites and the splice site recognition components in
the spliceosome. The overall effect may have been that during evolution the
splice patterns were both “pushed” from the exons onto the introns.

(¢) Comparison of Donor and Acceptor Splice Patterns

We aligned the two logos in Fig. 1 by their respective splice points and
found that the only region of overlap is from 3 bases in front of the splice
points to 2 bases after the splice points. There is a correlation between the
ends of this overlap and the dip at position +2 in the donor curve as well as
with the zero point at position -3 on the acceptor curve. That is, on both
graphs the region of overlap is defined by the edge of an information curve on
one side and a dip in the information curve on the other side. In the region
of overlap, the consensus sequences (created from the most frequent base at
each position) are the same: CAG|GT. Related consensus sequences appear
in many species (Csank et al., 1990).

This result, although derived from positions that have small information
contents, is highly significant. We cannot neglect the T at the 3’ side of the
acceptor site, although it is not even visible in Fig. 1 at position +2. For the
1737 bases at this point, the expected number of each base is 1737/4 = 434,
so the observed numbers of C’s and T’s at this position (308 and 590, see
Fig. 1) contribute 37 and 56 respectively to a total x? at this position of 94.
With only 3 degrees of freedom, the significance is p < 107%. The significance
of the C on the 5 side of the donor site is even greater, contributing 111 to
a total x? of 328 (p < 107°).

Mount noticed a four base similarity in the two splice patterns, which he
interpreted as reflecting its functional characteristics (Mount, 1982). Instead,
we suggest that both donor and acceptor sites have evolved from a single
“proto-splice site” ancestor, with the information at each site having been
shifted to maximize pattern on the intron side of both splice sites, as discussed
above. Fig. 2 shows how this shift may have occurred. The bottom two
sequence logos in Fig. 2 show the patterns at the modern donor and acceptor
splice sites. According to this model, the proto-splice site “cag” (at the top
of Fig. 2) lost emphasis to become a smaller “cag” on the donor side, while
the “gt” became a more strongly conserved “GT”. On the acceptor side,

«<Fig 2
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the proto-splice site “cag” gained the emphasis to a “CAG” while the “gt”
became even smaller. Although both the donor and the acceptor sites have
the same consensus, it is clear from Fig. 2 that the emphasis on individual
bases within the modern regions is now different.

(d) Evolution of Splice Junctions and the Spliceosome

A common origin for donor and acceptor sites implies that ancient eu-
karyotes once possessed a single splice pattern located by a single type of
splice site recognizer. Perhaps the pattern looked like the logo at the top
of Fig. 2. In such a system, introns could not be distinguished from ex-
ons, and when splicing took place, the same pattern would be reconstructed
(Hickey et al., 1989). This could have led to uncontrolled “recursive splic-
ing”. Because of this difficulty, perhaps a third element eventually appeared,
guaranteeing that only intervening sequences would be removed. One candi-
date for this third element might be the sequences around the branch point,
which is between the donor and the acceptor! while another possibility is the
polypyrimidine tract. Alternatively, the system could avoid having a third
element if the ends of the intron were distinct, as they are today. One ad-
vantageous way to do this is to shift the patterns onto the intron, so that
less pattern remains on the exon after splicing.

If both splice site patterns were shifted into the intron during the course
of evolution, several things would have occurred simultaneously.

First, the donor and acceptor patterns would have become differentiated.
This would distinguish the introns from the exons. If the branch point’s
original function was to identify the inside of the intron, then the pattern
around the branch site could have decayed as the donor and acceptor sites
became more distinct. The modern human branch point contains no more
than 3 to 7 bits (Guthrie & Patterson, 1988; Penotti, 1991). In contrast,
the branch point of yeast, which has a splicing mechanism similar to that
of humans (Pikielny et al., 1983), is probably higher (Green, 1986; Keller &
Noon, 1984), suggesting that some organisms still use the branch point for
distinguishing the intron from the exon.

!The branch point is a base within the intron RNA to which the first chemical bond
is made from the donor site. In the second step of splicing, the donor becomes directly
connected to the acceptor.
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Secondly, the splice pattern differentiation would have been accompanied
by divergent evolution of the splice site recognizers. The splicing reaction,
originally needing only one kind of recognizer, came to require several differ-
ent recognizers acting in tandem. This explains the multi-part structure of
the modern spliceosome (Reed et al., 1988; Guthrie & Patterson, 1988; Zieve
& Sauterer, 1990). Because of this, the spliceosome elements should also
have a common ancestor (Reddy & Busch, 1988), which we call the “proto-
spliceosome”. This implies that modern spliceosome components should have
sequences in common.

Small nuclear ribonuclear particles (snRNPs) in the spliceosome do indeed
share similar structures (Padgett et al., 1986; Steitz et al., 1988; Guthrie &
Patterson, 1988; Zieve & Sauterer, 1990; Kastner et al., 1990; Sillekens et al.,
1987) The Ul snRNP recognizes and binds to the donor site (Padgett et al.,
1986; Sharp, 1987; Mount et al., 1983; Zieve & Sauterer, 1990), and possibly
also the acceptor (Grabowski et al., 1991; Rosbash & Séraphin, 1991; Goguel
et al., 1991). U2 appears to bind in the branch point / polypyrimidine region
(Green, 1991). U4, U5, and U6 also participate in both parts of spliceosome
formation (Guthrie & Patterson, 1988; Zieve & Sauterer, 1990; Liithrmann,
1988; Newman & Norman, 1992). In mammals, these snRNPs have identical
cores of six or seven proteins (Sharp, 1987; Zieve & Sauterer, 1990; Kastner
et al., 1990; Sillekens et al., 1987; Lihrmann, 1988; Guthrie & Patterson,
1988). Not only do the protein components have common structures, but
there also exists a common structural domain among the snRNAs (Reddy &
Busch, 1988; Branlant et al., 1982). Thus, the common sequence structure
found at the ends of the introns may well be reflected in both the proteins
and RNAs that make up the spliceosome.

The similarity between donor and acceptor sites and the predominance of
information residing on the intron side might also be explained if introns were
created by the insertion of transposable elements (Rogers, 1985; Cavalier-
Smith, 1985; Hickey & Benkel, 1986; Hickey et al., 1989). We do not have
strong evidence to choose between this model and ours, but they are not
mutually exclusive, so combined models are possible.

(e) Energetics of Splice Junction Location

In this paper we investigated the fine structure of a set of RNA patterns
bound by the spliceosome and found that they are not arbitrarily constructed
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objects, but rather that they reflect both the functions performed and the
evolutionary history they have passed through. The function of splice sites
is to allow the binding of the spliceosome while avoiding interference with
coding regions. For this a pattern is needed whose conservation is sufficient
for the sites to be located in the preemRNA. Evidently that pattern was
modified during evolution to place the majority of the conservation on the
intron, where it would not restrict the coding freedom of the proteins.

The constraint on total conservation at both donor and acceptor sites
reflects the requirement for precise location of the sites. Without the ability
to do this, the wrong proteins would be made. Alternative splicing should
also be considered precise since the alternative products are used by the cell.

Shannon’s channel capacity theorem (Shannon, 1949) applies here. When
translated into molecular terms, this theorem states that so long as a cer-
tain specific minimum energy is dissipated during binding, the sites may be
located to any arbitrarily low (but not zero) degree of precision (Schneider,
1991a). The precision obtained depends on the detailed coding of the bind-
ing interaction, not on the total energy dissipated. This mathematical result,
which is contrary to most molecular biologist’s intuition, was also surpris-
ing to Shannon and to many workers in the communications field. As Ninio
pointed out (Ninio, 1975) accuracy may be obtained by either using a so-
phisticated binding site, or by a kinetic proofreading system (Hopfield, 1974;
Ehrenberg & Blomberg, 1980; Blomberg et al., 1980; Blomberg & Ehrenberg,
1981; Savageau & Lapointe, 1981). Shannon’s theorem applies to both, but
we would expect proofreading only when molecules being distinguished are
so small that a large number of contacts cannot be formed. This may well be
the case in nucleic-acid polymerization and translation, but in cases where a
large number of contacts can evolve—such as the recognition of RNA binding
sites—precision should not be limited by energetics because large numbers
of energetically tiny interactions can lead to sharp discriminations without
large energy dissipation. Under these conditions, Shannon’s theorem allows
us to state that splicing could be as precise as is necessary for survival of the
organism, irrespective of the binding energy.

Since we know the frequency of splice junctions, we can calculate the re-
quired decrease in entropy necessary to place the spliceosome at the acceptor
junction, Rfequency.- Knowing that the acceptor is bound first immediately
implies that the entropy reduction needed to locate the donor sites must be
at least one bit smaller than that needed for the acceptor. Since this was
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observed, our measurements of Rgequence Show that the appropriate amounts
of information are available at both donor and acceptor sites, so we know
that—according to Shannon’s theorem—it is possible for the sites to be lo-
cated precisely. The missing fact in this logic is experimental data on the av-
erage binding energies of the spliceosome to binding sites and to non-specific
RNA regions, since the difference between these would reveal whether the
minimum energy demanded by theory is indeed dissipated. From the Sec-
ond Law of Thermodynamics—which is a simplified version of the channel
capacity theorem under isothermal conditions (Schneider, 1991b)—we pre-
dict that at least &, = kT In(2) joules must be disspated away from the
molecular machine for each bit gained (where kg is Boltzmann’s constant,
T is the temperature in kelvin). Thus binding the donor requires at least
8& min and the acceptor 9&,,;, joules of dissipation. We can show that the ap-
propriate energy dissipation measure in this case is the standard free energy,
AG” (in preparation). Since AG® = kpT In(Kpe.) joules per bit where K.,
is the specific binding constant (between non-specific and specific binding)
and since AG® > RyrequencyEmin (according to the Second Law), the specific
binding constant, K., should be at least 28 and 2° for the donor and accep-
tor sites, respectively. Data of this magnitude (10% to 10) have already been
reported for yeast donor sites (Goguel et al., 1991). However, since yeast
splice site patterns differ significantly from human ones (Maniatis & Reed,
1987), further experimental work is needed to determine the corresponding
numbers for human spliceosomes.
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APPENDIX 1 Variation of R,.4yence Determined by a Monte Carlo
Method

An estimate of the variation of Rgequence Was obtained by a Monte Carlo
simulation. Data corresponding to Table 1 of (Schneider et al., 1986) were:
Ngite: the number of binding site sequences available; L: the number of bases
across the binding site (from the “range”); Rsequence: information content of
the site; SD: variation of Requence due to small sample size.

In the first step of this method, a random number with a flat-distribution
between 0 and 32 is chosen. For 10,000 values of this “Rgequence—desired” > the
following steps are carried out:

A matrix of frequencies, f(b,)ye, s generated using a random number
generator. Index b is the base (a, ¢, g or t) and [ is the position in the matrix
(I =1...L). This matrix represents the “true” probabilities that would be
found in an infinite set of binding-site sequences. By setting all values of the
f(b, 1)irue matrix to 0.25, the initial information content is set to zero. Entries
of the matrix are then modified randomly one by one until the information
content reaches the current Rgequence—desirea Value. If a modification does
not increase the information content, it is rejected and another is tried. The
effect is that the matrix is “evolved” to have the desired information content.
Thus the final set of 10,000 f(b,1)e matrixes have a flat distribution of
information contents (Rsequence—true) from 0 to 32 bits.

For each f(b, 1)y matrix, the following is carried out: A set of nge bind-
ing site sequences is generated, each having length L, with frequencies defined
by f(b,1)iue- These are gathered together to produce an f(b,1)simuiated fre-
quency matrix, and its information content, Rsequence—simulated 15 calculated
(with small sample bias correction) according to (Schneider et al., 1986).
Although it is possible to generate several Rsequence—simulatea Values from
each f(b,1)rue, this results in stripes on a plot of Requence—simulated VEISus
Requence—true- Since this may affect the results, only one Rgequence—simulated 15
calculated per f(b,1)ye-

If Rsequence—simulatea falls into the range Rgequence = SD, then the cor-
responding Rsequence—true 1S collected. The distribution of these collected
Requence—true values is determined. In general it is a normal distribution,
with mean close to Rgequence- One standard deviation of the distribution of
Requence—true T€places SD as the measure of variation. By this means we
work backwards from the measurement (Requence £ 5D) and a simulated set
of measurements (Rsequence—simulatea) t0 find the likely population distribution
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(Rsequence—true + Upopulation)-

If ngy. is small, the distribution diverges significantly from Rseqyence be-
cause of the small sample bias correction, and the results cannot be used.
In these cases the value of SD can be used since it gives a minimum for the
variation of Requence-

The collected distribution of Requence—true represents information contents
of frequency matrixes which could have produced the information content
observed from natural sequences. As such, it is not a measure of the variation
of Rsequence, but rather indicates the range of possible Ryequence values that
might be obtained if a larger number of example binding sites were available.

The program, Rsim version 1.92; is written in Pascal (Jensen & Wirth,
1975) and is available as part of the Delila system (Schneider et al., 1982;
Schneider et al., 1984; Schneider & Stephens, 1990), see Materials and Meth-
ods.
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Figure 1: Information curves and sequence logos for human spliceosome bind-
ing sites.

The left half of the figure shows the donor splice sites from position -8 to
position +17, while the right half shows the -30 to +10 region around the
acceptor sites. Position zero on both curves is the point on the intron adjacent
to the splice point, i.e. on the 5 side, the intron is cut immediately before
position zero while on the 3’ side it is cut immediately after position zero.
(These are the coordinates provided by GenBank.)

In the matrix corresponding to each graph, the bottom row, labeled [, con-
tains the position on the sequences relative to the splice points. The next
four rows are the numbers of a’s, ¢’s, g’s, and t’s (labeled as such) found at
each position. These were used to create the frequency matrix for the analy-
sis. For random sequences the frequencies at a position in the matrix should
be about equal, and examination of the matrixes at the edges shows this to
be the case. Examination of the matrixes around the zero points, however,
shows a decided inequality in the numbers of the various bases. This means
that the sequences around these zero positions are not random, and therefore
there is information (conservation) at these points (the spikes on the graph).
The top row of the matrixes, labeled R (l) (= Rsequence(l)), is the amount of
information present at position [ on the sequences. The symbols found be-
tween this row and the graph represent those positions apparently protected
by the spliceosome in protection experiments (Mount et al., 1983; Wang &
Padgett, 1989; R. A. Padgett, personal communication).

The curve and the matrix are summarized by the sequence logos (Schneider
& Stephens, 1990) at the bottom of the figure. In a logo, the total height of
the stack of letters at each position is the amount of information present at
that position. The heights of the individual letters are proportional to their
frequencies at that position. The letters are ordered with the most frequent
on top, so the most common base appears on the top of the logo and one may
read the consensus sequence directly from the figure. The vertical bars are
2 bits high; the region between them is removed during splicing. Error bars
for the heights of the information curves and sequence logos are not shown
in the figure because they are below the resolution of the printer.
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Figure 2: Sequence logos for proto-, donor, and acceptor splice sites.
The logo at the top represents a reasonable guess for the original proto-splice
site. It was created by combining the donor and acceptor frequency matrixes
into a single data set consisting of 3543 sequences, and so it represents the
“average” pattern. The bottom two logos correspond to parts of those in
Fig. 1. The vertical bars are 2 bits high.
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