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1 Intersection of Spheres

Let B(¢,r7) C R™ denote the n-dimensional sphere of radius r and center ¢, and let U(B(c,))
denote the uniform distribution over this sphere. In this question you can use the following fact:
Fact. The volume of an n-dimensional unit sphere is vol(B(¢, 1)) = % where the function I'(x)
satisfies I'(z + 1) = = - T'(z), I'(1) = 1, I'(1/2) = /7, and
I'(z+ 3 I(z+1
limM: hmw = /.

(a) Prove that for any € € (0,1), the intersection between two n-dimensional unit spheres whose
centers are € apart has volume at least

e(1— eQ)nT_l

vol( B(0,1)NB(& 1)) > vol( B(G,1)) - 3

V- (1= o(1))
(where ¢ € R™ is any vector of Euclidean norm ||¢]| = €).
Hint. Show that the intersection contains a cylinder of radius v/1 — €2 and height e.

(b) Use Part (a) to conclude that there exists an absolute constant € (independent of n) such that
at any large enough dimension n and for any distance d > 0, the uniform distributions over
two radius—(%d\/ﬁ) spheres whose centers are < d apart, are close upto statistical distance < e.
Namely

UBE Sdyn) — UBO, 3dym)| < e

for any vector ¢ € R™ of Euclidean norm ||¢]| < d.

2 Using the Leftover Hash Lemma

Let G be a finite additive group, denote the size of G by |G|, and let ¢ > 3log |G|. For any fixed
¢-vector of group elements, & = (1, ...,xy), denote by Sz the distribution of random subset-sums
of the z;’s. Namely

def

l
Sz {Z o;x; : the o;’s are uniform and independent in {0, 1}}
i=1

Also denote by Ug the uniform distribution over G and by SD(D;,D2) the statistical distance
between the two distributions Dy, Ds.

Prove the following lemma, asserting that for most vectors Z, the distribution Sz is close to uniform.

Lemma 1. For any finite group G (and £ > 3log|G|), it holds for almost all vectors ¥ € G*,
except at most a (1/+/|G|)-fraction of them, that Sz is at most (1/+/|G|)-away from the uniform
distribution on G (in statistical distance). Namely,

1 1
Pr |SD(Sz, Us) >

<
reGt ViG] ~ Vial




Hint. Consider the family of hash functions % = {Hjz : ¥ € G*} from {0, 1}* to G, which are defined
by Hz(o1,...,00) = Y, 05x;. Show that this is a 2-universal family of hash functions, and use the
leftover-hash-lemma to show that the statistical distance between the distributions {(f, Ha—;(é’))}

and {(:E', y)} is at most % %

random). Use the above to prove the lemma.

(where & € G¢, & € {0,1}¢, and y € G are all chosen uniformly at

3 A Partial Trapdoor

Fix the parameters n,m, ¢ as in the SIS problem, with n the security parameter, ¢ = poly(n) (say),
and m > 3nlogq. Describe an efficient algorithm for generating a nearly-uniform n x m matrix A
over Zg, together with a 0-1 vector @' such that Av =0 (mod ¢). The statistical distance between
the distribution of A output by your algorithm and the uniform distribution over Zj*™ should be

exponentially small in n (i.e., 27*("). Hint. Use Lemma 1 above.



