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We are going to describe the LWE-based homomorphic encryption scheme based on the works
from |Gen09, BV11 BGV12, Bral2].

Parameters : Let n’ be the security parameter, and we have m = poly(n’), ¢ > super-poly(n'),
and error bound o = poly(n/). In general we think of ¢ as “large” and all the other parameters as
“small”. Recall the following variant of the Regev LWE-based cryptosystem:

Key-Generation. Choose at random A’ € Zglxm (random A’), s D, , (small §), and

¢ Dzm » (small €'). Set a = s A + ¢ mod q. We denote n =n' + 1,

'A/ nxXm
A= ( o ) € Zy™ ™,
and 8= (8 | — 1) € Zy. The public key is pk = A and the secret key if sk = 5. Note that both &

and SA mod g = €’ are short vectors.

Encrypt (b € {0,1}). Denote b = 4] -(0...0 b)) e Zy'. Choose i < Dzm o, and output the
ciphertext ¢ = A7+ be Ly

Decryptg(c). Compute the inner-product d = (3,¢) mod ¢. Output 1 if |[d| > 4 and 0 if |d| < {.
Correctness. We note that (5,8 = §(A7+b) = (FA)7+(5,b) = (¢,7+(5,b) (mod q). Since
¢ and 7 were chosen from an error distribution then they are both small and hence [(€/,7)| < q.
At the same time (5,b) = —b|%], hence (€',7) + (5,b) is closer to 0 when b = 0 and closer to ¢/2
when b = 1.

Security. If A was truly random then A7 was close to random, even given A (because 77+ A7 is
a good randomness extractor with seed A, and 7 has high min-entropy). Hence if A was random
then the ciphertext would have no information on b, so guessing b implies distinguishing A from a
random matrix, which is hard under the decision LWE assumption.

1 Homomorphic Encryption From Regev’s Cryptosystem

Let ¢, i = 1,2 be two ciphertexts where ¢ decrypts to b; € {0,1}. Namely, we have
(s,c;) = noise; + b;|¢/2] (mod q)

for a small |noise;| < ¢. It is easy to see that the scheme is additively homomorphic, if we set
¢ = ¢1 + ¢3 mod g we have

(8,¢) = (noisel + b LgJ) + (noise2 + by [gJ)

= noise; + noisey + rounding-error + (b @ b2) LgJ

This as long as the accumulated noise remain below ¢/4, we get have a valid encryption of by @ bs.



1.1 Multiplicative Homomorphism

Tensor products. Recall the tensor (outer) product between two vectors: if @ = (ay,...,as) € Z°
and b = (by,...,b;) € Z, then 3@ b = (aibj)ij)els)x[ € Z°'. Furthermore, we have the mized

product property:
<a,6>.<ad>=<a®a,6®@ (1)

Multiplication, step 1 For ¢ valid encryption of b; (i € {1,2}), define ¢ % ®é and
F def
§® 5. Then,

2 2 .. .
<§*,qé’k> =—(5,¢1)(5,¢) = . (bl 7+e1—|-k71q> (bz'g+€2+/{72q)

26162

= blbg % (2]{1 =+ bl)el + (2k2 + b2)62 =+ + (2k§1k2 + klbg =+ kgbl) -q.

N N
el/ k.//

(Note however that 2 ¢ is no longer an integer vector, but one with rational entries.)

Since the k;’s are small, e is only a small factor larger than ej+es (certainly |e”| < n3 (le1| + |ez|));
to get a valid ciphertext, we round ¢*. Let 0 be the rounding error:

<§*, {33J>_<§*Za‘<> (5.6) = biba - & K g+ (5,0)

— —x

Now, as ¢ is small (HgHOO < 1/2) and ||5* ||, = |F® 7|, = [|5]|%, the extra term (5*,4) is

small; reducing modulo ¢, we set

oo

2
g [QE*J mod ¢ (2)

so that
(5%,") = byby - g Ry

for e* = ¢” —|— (5%,6). As before, |[(5*,&")| < ¢* (since §* is small and ||’ ||, < ¢q) so k* < q.
Therefore, ¢’ is a valid encryption of b1bs relative to s* (but with squared dimension).

Remark 1. to compute ¢’, we just used the two ciphertexts ¢, ¢»: nothing leaked from by, bs.

Multiplication, step 2 (reducing the dimension). The idea is to add to the public key a
“gadget” that will allow us to translate the high-dimensional ¢’ (wrt §*) back to a low-dimensional
¢ (wrt §). Roughly, this gadget will be an encryption of §* under §, but relative to a larger modulus

Q def ¢*: For every entry i of 5%, we add to the public key a vector w; € Lg s.t.
(8,0;) = kiQ + 87q + e
with e; < ¢ = /Q. Putting these vectors together in a matrix, we get W & ngng with
SW =Qk+q¢5 +¢ (3)

where k,& € Z"* and ||k lloos ll€ lloo < ¢. We next show how to convert any valid encryption of some
bit b relative to §* (and ¢) into a valid encryption of b relative to § (and q):

Input ¢* s.t. (5%,¢") =b- 4+ k*q+e* (with |e*[, |k*] < q).



Output g%t HE*WTJ mod q.

Correctness: let § and ql;:" denote respectively the rounding error and the “mod g term”.

where € is small (as a sum of three small terms); finally, since (3,&) = kq+b - 4 + & with & small
and 5 small then |(5,&)| < Q = ¢?, so we also have k < ¢. Hence, € 'is a valid encryption of b wrt.
§and gq. O

Parameters. We consider the “error” in the ciphertext to be the value (S, ¢) — ¢/2 mod ¢q. The
error grows with homomorphic operations, where for addition we have |e| ~ |e;| 4 |e2|. For multi-
plication the noise grows a bit faster, and we have:

o (step 1) [e*] = (lex] + [e2|)n?
e (step 2) |€] ~ |e*| + O(n?)

We see that no matter what operation, the error grows by at most a polynomial factor. How does
that propagate in the circuit?

output: need error < %

circuit, depth d

inputs: error say n3

At level i, we get an error which can be as big as n, and for correctness we require that the

error at the output node be smaller than 4. We thus need ¢ > 4n®?, that is logq = Q(3dlogn)
(recall that the scheme also requires ¢ > poly(n), and that for security one must have ¢ < 20(n)
(so that LLL cannot be used to break it)). Furthermore, we need D-LWE to be hard even modulo

Q = ¢?; all taken into account, |n > log? ¢ | (say) is sufficient.




Key-Switching security: we have to explain why adding the W matrix to the public key does
not compromise security. At first glance,

SW =¢5" +¢€ mod Q

looks like a LWE problem, but the reduction to LWE that we used for the original cryptosystem

does not work, because §* is a function of §. There are two common solutions to this issue:

e Solution 1: we can have a different secret key for each level ¢ of the circuit, and encrypt 57
wrt. §;4+1 (thus resolving the dependence, so that the reduction can be applied). The public
key would contain all gadgets Wgr_5, ;.

e Solution 2: define this as a new hardness assumption, the “circular security assumption”.

2 Bootstrapping

The homomorphic encryption scheme above has one drawback — in order to use it (set the param-
eters, and so on) the depth d of the circuit the ciphertexts will be fed into must be known and
fixed in advance. How to have one cryptosystem which allows us evaluate any circuit — without
committing on d beforehand?

Suppose we had a homomorphic cryptosystem with decryption circuit D, which can evaluate
(without errors) the circuits

AL A

Then, we could “bootstrap” to any circuit by

e adding an encryption of the secret key to the public one (using the circular security assumption
to argue it does not compromise security);

e then, given two ciphertexts CT;, CTsy that we want to add or multiply, considering the
following two circuits Caqd, Cmuls:

D &
{ { { {
SK SK SK SK




where Deccr is Di with the ciphertext CT hard-wired; it takes as input an allowed secret
key and tries to use it to decryptﬂ When evaluating Chqq on the encrypted bits of the secret
key (which we get in the public key), what we get is an encryption of Cuqq(CT1,CTa;sk)
(as we can by assumption homomorphically evaluate the sum of two Dg’s): if CTy, CTq are
valid encryptions of by, by, then Cyqq(CT1,CTa; sk) = b1 @ b2, so we obtain an encryption of
b1 @ be (and similarly for Cpt(CTq,CTy; sk)).

Wrapping it up All that remains to prove is that we have such a cryptosystem, which is able
to homomorphically handle its own decryption. Consider the decryption algorithm given by

Decsd) ™ [2 (5.1 mod o)

where 5, ¢ € Z (each entry needs log g bits). The input size is nlogg; since arithmetic is in NCI,
then decryption is in NC1; and therefore our decryption circuit has depth O(log(nlogq)) = O(logn)
(as we require (a) ¢ = 2°(" for security). Because we need to support these O(logn) levels, ¢ must
also satisfy (b) ¢ > n?0°8™)  There is no inconsistency between (a) and (b), so this decryption
algorithm is a good candidate for Dy
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! Dk takes as input both a ciphertext and a secret key; here, we fix some of its inputs.
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